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Foreword

This volume contains the proceedings of the second mini sympo-
sium of the Roman Number Theory Association. The conference
was held on April 26, 2015 at the Università degli Studi Roma Tre.
As organizers of the symposium, and promoters of the association,
we would like to thank the speakers for the high scientific contri-
bution o↵ered, and the ”scribas” who wrote these notes. We also
thank the Università Europea di Roma and the Università Roma Tre
for funding the event.

The Roman Number Theory Association

The idea of creating this association stems from the desire to bring
together Roman researchers who share interest in number theory.
This conference, whose proceedings are collected here, represents

the evidence of our goal: to be a key player in the development of
a strong Roman community of number theorists, to foster a spe-
cific scientific program but also, and more importantly, to create
a framework of opportunities for scientific cooperation for anyone
interested in number theory. Among these opportunities we can en-
list the Scriba project as well as the international cooperation with
developing countries and the support of young researcher in num-
ber theory with special regards to those coming from developing
countries.
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The association, even tough founded and based in Rome has an
international spirit and we strongly believe in international cooper-
ation.
Our statute is available on the association’s website (www.rnta.eu)

and it clearly states that our e↵orts and our funds will be devoted
entirely to the development of Number Theory. This will be achieved
in several ways: by directly organising events - an annual symposium
in Rome as well as seminars distributed over the year; by participat-
ing and supporting, both scientifically and financially, workshops,
schools and conferences on the topics of interest; by creating a fund
to subsidize the participation of young Italian number theorists and
mathematicians from developing countries to the activities of the
international scientific community.

The Scriba project

The proceedings of a conference usually collect the most significant
contributions presented during the conference. The editorial choice,
in this case, as for the proceedings of the First Mini Symposium, was
slightly di↵erent. In the weeks before the symposium, we identified
a list of PhD students and young researchers to whom we proposed
to carry out a particular task: that one of the ”scriba”. Each young
scholar was then paired with one of the speakers and was asked
to prepare a written report on the talk of the speaker he was as-
signed to. Of course in doing so the scribas had to get in contact
with speakers after the conference in order to get the needed biblio-
graphical references as well as some insight on the topic in question.
We would like to highlight that both the speakers and scribas joined
the project enthusiastically.
The reasons for this choice lies in the most essential aim of our

Association: introducing young researchers to number theory, in all
its possible facets. The benefits of this project were twofold: on one
hand, the ”scribas” had to undertake the challenging task of writing
about a topics di↵erent from their thesis or their first article subject
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and learn about a new possible topic of research and, on the other,
they had the possibility to collaborate with a senior researcher and
learn some trick of the trade.
The manuscripts were approved by the speakers and lastly re-

viewed by the editors of the present volume.

Report on RNTA Activities

In the last three years, the Roman Number Theory Association has
been involved in many di↵erent activities, here is the list of the most
significant.
The Third mini Symposium of the association will take place on

the 6th of April 2017; for us this is a very special moment since
it will bring together most people involved in RNTA and especially
our Advisory Board. The proceedings of the first two symposia have
been published, and the scriba project has been already launched for
the third one.
Besides, the Association collaborated in various ways to several

other events, namely:

• The Tenth International Conference on Science and Mathe-

matics Education in Developing Countries, Mandalay Univer-
sity, Myanmar, to be held in November 2017.

• Symposium for South Asian Women in Mathematics, Tribhu-
van University (TU), Kathmandu, Nepal, to be held in October
13th - 15th, 2017;

• Ninth International Conference on Science and Mathemat-

ics Education in Developing Countries, Mandalay University,
Mandalay, The Republic of the Union of Myanmar, held in
November 4-6, 2016;

• Leuca 2016, Celebrating Michel Waldschmidt’s 70th birthday,
Marina di San Gregorio, Patù (Lecce, Italy) held in June 13 -
17, 2016.
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Leuca2016 - Group Picture

Another very important engagement of the association is in the
participation in some CIMPA schools. The main idea of CIMPA
Schools, supported by UNESCO, perfectly espouses one of the cen-
tral aspects of RNTA, namely organisation and funding of scientific
and educational activities in Developing Countries. The CIMPA
school we are involved in are the following:

• CIMPA research school on Arithmétique algorithmique et cryp-

tographie. Université de Kinshasa, Kinshasa, Democratic Re-
public of Congo, to be held in May 7 - 18, 2018.

• CIMPA research school on Explicit Number Theory, The Wit-
watersrand University, Johannesburg, South Africa, to be held
in January 8th- 19th, 2018;

• WAMS research school on Topics in Analytic and Transcen-

dental Number Theory, Institute for Advanced Studies in Basic
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Sciences (IASBS) Zanjan, Iran, to be held in July 1 - July 13
2017;

• CIMPA-ICTP research school on Artin L-functions, Artin’s

primitive roots conjecture and applications, Nesin Mathemat-
ics Village, Şirince, to be held in May 29 - June 9 2017.

• CIMPA-ICTP research school on Théorie Algébrique des nom-

bres et applications notamment à la cryptographie, Université
Félix Houphouët Boigny, Abidjan, to be held in April 10-22,
2017;

• WAMS research school on Topics in algebraic number theory

and Diophantine approximation , Salahaddin University, Erbil-
Kurdistan Region, IRAQ, to be held in March 12- 22, 2017;

• CIMPA-ICTP research school on Lattices and applications to

cryptography and coding theory,Ho Chi Minh University of
Pedagogy, held in August 1 - 12, 2016;

• CIMPA-ICTP research school on Algebraic curves over finite

fields and applications, University of the Philippines Dillman,
held in July 22 - August 2, 2013.

The Association also supports the Nepal Algebra Project. This is
consist of a course on Fields and Galois Theory at the Master of Phi-
losophy (M.Phil) and master level (M.Sc.) at Tribhuvan University,
Kirtipur, Kathmandu, Nepal.
The project has a span of six years starting with the summer of

2016, ending with the summer of 2021. In each of the six years one
course of 50 hours will be o↵ered at Tribhuvan University by several
lecturers from developed countries.
The course lasts 10 weeks (five hours each week) . It is divided

into five modules, each of two weeks. Every module is taught by a
di↵erent lecturer according to a rigid schedule.
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PROCEEDINGS OF THE
ROMAN NUMBER THEORY ASSOCIATION
Volume �, Number �, March ����, pages �-��

Michel Waldschmidt

Some Results on Diophantine

equations

Written by Louis Nantenaina Andrianaivo

1 Introduction

Let k 2 Q, k , 0, d � 3 a positive integer and consider an irre-
ducible bivariate form F (X,Y ) =

Pd
i=1 aiX

d�i
Y

i 2 Z[X,Y ]. In 1908,
Axel Thue initiated the study of the Diophantine equations of the form
F (X,Y ) = k; this is the reason why they are called Thue Equations.
Thue obtained one fundamental theorem:

Theorem 1 (Thue 1908) Let F 2 Z[X,Y ] be a homogeneous irreduci-
ble form of degree d � 3:

F (X,Y ) = a0X

d + a1X

d�1
Y + · · · + ad�1XY

d�1 + adY

d .

Let k 2 Z, k , 0. Then there are only finitely many integer solutions
(X,Y ) 2 Z ⇥ Z of the Diophantine equation F (X,Y ) = k.

Since then, the above theorem has been improved by many math-
ematicians. In this exoposition, we concentrate on the family con-
structed by E.Thomas, and later generalized by C. Levesque and M.
Waldschmidt. One of the first result in diophantine apporximantion si:
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Theorem 2 (Liouville’s inequality 1844) Let ↵ be an algebraic num-
ber of degree d � 2. There exists c(↵) > 0 such that, for any p

q 2 Q
with q > 0, ���↵ � p

q

��� > c(↵)
q

d
·

The inequality of Theorem 2 can be improved for algebraic numbers
↵ of degree d > 2. In fact the exponent d in the denominator is best
possible for d = 2 but it is not for d , 3. In 1909, Thue proved the
following theorem:

Theorem 3 (Thue 1909) Let ↵ be an algebraic number of degree d >
2 and let  > ( d2 ) + 1. Then there exists c(↵, ) > 0 such that, for any
p
q 2 Q with q > 0,

���↵ � p

q

��� > c(↵, )
q


·

Later, the exponent  in the denominator above has been improved:

1921: C.L. Siegel, with  = 2
p

d;

1947: F.J. Dyson and A.O. Gel’fond; with  =
p

2d

1955: K.F. Roth, with any  > 2.

There is a close relation between the finiteness of the number of so-
lutions of the Thue’s equation and approximation of rational numbers.
For example in [2] one can find the proof of the following:

Theorem 4 Let f 2 Z[X] be an irreducible polynomial of degree d

and let F (X,Y ) = Y

d
f (X/Y ) be the associated homogeneous binary

form of degree d. Then the following two assertions are equivalent:
(i) For any k2Z⇥, F (X,Y ) = k has only finitely many solutions in Z2

(ii) For any real number  > 0 and for any root ↵ 2 C of f , there are
only finitely many rational number p

q such that

���↵ � p

q

��� > 
q

d
·
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Note that (i) can be rephrased as:
For any positive integer k , 0, the set of (X,Y ) 2 Z2 verifying

0 < |F (X,Y ) |  k .

is finite. Also, for any number field K , for any non-zero element k 2 K

and for any elements ↵1, . . . , ↵n 2 K with Card{↵1, . . . , ↵n} � 3, the
Thue equation

(X � ↵1Y ) · · · (X � ↵nY ) = k .

has only a finite number of solutions (X,Y ) 2 Z ⇥ Z.
Now, one will describe some approach which has been used to deal
with Thue equations and discuss a further results related on it.

Theorem 5 (Schmidt’s Subspace Theorem 1970) Let L0,. . . , Lm�1
be m � 2 independent linear forms in m variables with algebraic
coe�cients. Let ✏ > 0. Then the set

{X = (X0, . . . , Xm�1) 2 Zm : |L0(X ) · · · Lm�1(X ) |  |X |�✏ }.

is contained in the union of finitely many proper subspaces of Qm.

One can use the above theorem to prove the following celebrated result:

Theorem 6 (Thue, Siegel and Roth) For any real algebraic number
↵, and for any ✏ > 0, there are only finitely many o p

q 2 Q with q > 0
such that ���↵ � p

q

��� < 1
q

2+✏ ·

In fact, the proof of Thue-Siegel-Roth Theorem can be used to produce
an upper bound of the number of solutions of a Diophantine equation
in the above family, but no upper bound for the sizes of solutions can
be derived. R. Baker and N. I. Fel’dman developed an e�ective method
introduced by A.O. Gel’fond, involving lower bounds for linear combi-
nations of logarithms of algebraic numbers with algebraic coe�cients.
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Since ez � 1 ⇠ z for z �! 0, determining lower bounds for the follow-
ing two non-vanishing numbers is equivalent:

↵b1
1 · · · ↵

bn
n � 1 b1 log ↵1 + · · · + bn log ↵n.

The first nontrivial lower bounds were obtained by A.O. Gel’fond. His
estimates were e�ective only for n = 2; for n � 3, he needed to use
estimates related to the Thue-Siegel-Roth Theorem.
In 1968, A. Baker succeeded to extend to any n � 2 the transcendence
method used by A.O. Gel’fond for n = 2. As a consequence, e�ective
upper bounds for the solutions of Thue’s equations have been derived.
In the same year, A. Schinzel computed explicitly the constants intro-
duced by A.O. Gel’fond in his lower bound for |↵b1

1 ↵
b2
2 � 1|.

The approach for solving Thue equations, given by Gel’fond and
Baker, is based on the exploitation of Siegel’s unit equation: as-
sume ↵1, ↵2, ↵3 are algebraic integers and X,Y rational integer such
that:(X � ↵1Y )(X � ↵2Y )(X � ↵3Y ) = 1. The elements u1 = X �
↵1Y , u2 = X � ↵2Y , u3 = X � ↵3Y are units. By eliminating X and Y

in the three linear relations above, we obtain

u1(↵2 � ↵3) + u2(↵3 � ↵1) + u3(↵1 � ↵2) = 0.

We write it as a Siegel’s unit equation in the form
u1(↵2 � ↵3)
u2(↵1 � ↵3)

� 1 =
u3(↵2 � ↵1)
u2(↵1 � ↵3)

·

By identifying, the quantity ↵b1
1 · · · ↵

bn
n in Gel’fond-Baker Diophantine

inequality with the quotient u1(↵2 � ↵3)
u2(↵1 � ↵3)

·, one can then apply the theory
of Siegel’s unit equations.

2 Families of Thue equations

There are several families of Thue equations which many mathemati-
cians tried to solve. The first family of Thue equation was given by
Thue himself:

(a + 1)X

n � aY

n = 1.
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For n prime and a su�ciently large in term of n (for instance, n = 3
and for a � 386), the only one solution in positive integers X,Y is
X = Y = 1.
E. Thomas considered the family of the Thue equations Fn(x, y) = ±1
where Fn(X,Y ) = X

3 � (n � 1)X

2
Y � (n + 2)X � Y

3. In 1990, he
proved in some e�ective way that the set of (X,Y, n) 2 Z3 such that
n � 0, max{|x |, |y |} � 2, and Fn(x, y) = ±1 is finite. In [4] he
completely solved the equation Fn(X,Y ) = 1, for n � 1.365 · 107; the
only solutions are (0,�1), (1, 0) and (�1, 1).

D. Shanks introduced the simplest cubic fields Q(�) by studying the
field Q(!) where ! is a solution of

Fn(X, 1) = X

3 � (n � 1)X

2 � (n + 2)X � 1. (1)

He proved that if � is one of the solutions of equation (1), then Q(�) is
a real Galois field.

In 1993, M. Mignotte [5] completed this result by solving this equa-
tion for each n. For n � 4 and for n = 2, the only solutions to
Fn(X,Y ) = 1 are (0,�1) , (1, 0) and (�1, 1).
M. Mignotte worked with A. Lethö and F. Lemmermeyer. In 1996,
they studied, in [6], the family of Diophantine equations Fn(X,Y ) = k,
for k , 0. They obtained the following theorem,

Theorem 7 (Mignotte, Pethö and Lemmermeyer 1996) For n � 2,
when X,Y are rational integers verifying

0 < |Fn(X,Y ) | k (k 2 Z)

then
log|y |< c(log n)(log n + log k).

with an e�ectively computable absolute constante c.

When k is a given positive integer, there exists an integer n0 depend-
ing upon k such that |Fn(X,Y ) | k with n � 0 and |Y |> 3p

k implies
n  n0. But, for 0  |t | 3p

m, (�t, t) and (t,�t) are solutions, therefore

5



the condition |Y |> 3p
k cannot be omitted.

Note that Theorem 7 gives an upper bound for max{|x | , |y |} which
depends on k and n while we would like a bound only depending on k.
We now come to the main goal of this work: presenting Claude
Levesque and Michel Waldschmidt’ s approach for solving families of
diophantine Thue equation. In 2010, C. Levesque proposed to consider
the following version Thomas’s family of cubic Thue equations:

Fn,2(X,Y ) = (X � �2
0nY )(X � �2

1nY )(X � �2
2nY ).

where �in are units in the totally real cubic field Q(�0n). The natural
question was: Does Thomas result hold?
Given any irreducible binary form F 2 Z[X,Y ], ↵ a root of F (X, 1),
and ✏ a unit in the field Q(↵), consider the family of Diophantine
equations, Fa (X,Y ) = k, (a 2 Z), where Fa (X,Y ) is deduced from
F (X,Y ) =

Qd
i=1(X � �i (↵)Y ), by twisting with ✏a, assuming Q(↵) =

Q(↵✏a). Here Fa (X, 1) is the irreducible polynomial of ↵✏a and

Fa (X,Y ) =
dY

i=1
(X � �i (↵✏a)Y ).

By using Schmidt’s subspace theorem, their first result was: Given ↵ to
be an algebraic number of degree d � 3 and K=Q(↵). Let ✏ be a unit
of K such that ↵✏ has degree d, f✏ (X ) be the irreducible polynomial of
↵✏ and F✏ (X,Y ) be its homogeneous version. Then for all but finitely
many of these units, the Thue equation F✏ (X,Y ) = ±1 has only the
trivial solution X,Y in Z where XY = 0. Now, let consider

Fn,a (X,Y ) = (X � �a0nY )(X � �a1nY )(X � �a2nY ) 2 Z[X,Y ].

with a new parameter a 2 Z.

Q 1 Are there only finitely many (n, a, X,Y ) satisfying Fn,a (X,Y )= ± 1?

6



For the next result, we need the absolute logarithmic height h which is
defined by h(↵) = 1

d log M (↵) where M is the Malher measure

M (↵) = a0
Y

1id
max{1, |�i (↵) |}

and a0 is the leading coe�cient of the irreducible polynomial of ↵ over
Z.

In 2013, C. Levesque and M. Waldschmidt stated the following con-
jecture in [3].

Conjecture 1 (Levesque and Waldschmidt 2013) There exists  >
0, constant depending only on ↵, such that, for any k � 2, all so-
lutions (X,Y, ✏ ) in Z ⇥ Z ⇥ Z⇥k of the inequality

|F✏ (X,Y ) |  k, with XY , 0 and [Q(↵✏ ) : Q] = 3,

satisfy
max{|X |, |Y |, eh(↵✏ ) }  k

 .

One year later, they proved the following theorem which is one of the
main result presented here. The key point of the proof, is an approach
for finding the upper bound for the solution which does not depend on
n which we sketch below a complete proof can be found in [1].

Theorem 8 (Levesque and Waldschmidt 2014) There is an e�ective-
ly computable absolute constant c > 0 such that, if (X,Y, n, a) are
nonzero rational integers with max{|X | |Y |} � 2 and Fn,a (x, y) = ±1,
then max{|a | |n|, |X | |X |}  c. Furthermore, for all n � 0, the trivial
solution with a  2 are (0, 1), (1, 0) and for a = 2 is (1, 1).

Proof. Let us write �i for �in for i = 0, 1, 2. Then

Fn(X,Y ) = X

3 � (n � 1)X

2
Y � (n + 2)XY

2 � Y

2.

can be written as Fn(X,Y ) = (X � �0Y )(X � �1Y )(X � �2Y )

so we have:
8>>><>>>:

n + 1
n  �0  n + 2

n,
� 1

n+1  �1  � 1
n+2,

�1 � 1
n  �2  �1 � 1

n+1 ·

7



• One defines �i = X � �ai Y , (i = 0, 1, 2), so Fn,a (X,Y ) = ±1
becomes �0�1�2 = ±1. By writing �i to be �i0 , we have the
bound |�i0 |  m

Y2�a
0

. Also we have min{|�i1 |, |�i2 |} > Y |�a0 |.

• By considering the group of units of Q(�0), and taking �1, �2 as
a base, there exist � = ±1 and rational integers A and B which
verify

|A| + |B |  
 

logY

log �0
+ a

!
,

where,
8>><>>:
�0,a = ��A0 �

B
2 ,

�1,a = ��A1 �
B
0 = ���A+B0 ��A2 ,

�2,a = ��A2 �
B
1 = ���B0 �

A�B
2 .

• Transform the following Siegel unit equation,

�i0,a (�ai1 � �
a
i2

) + �i1,a (�ai2 � �
a
i0

) + �i2,a (�ai0 � �
a
i1

) = 0,

as
�i1,a (�ai2 � �

a
i0

)

�i2,a (�ai1 � �
a
i0

)
� 1 = �

�i0,a (�ai100
� �ai2 )

�i2,a (�ai1 � �
a
i0

)
·

we have the estimate

0 <
�����
�i1,a (�ai2 � �

a
i0

)

�i2,a (�ai1 � �
a
i0

)
� 1

����� 
2

Y

3�a0
·

At the end we have to separate two cases, first, when n is large, the
completion of the proof is from the lower bound for a linear form in
logarithms of algebraic numbers (Baker’s method).
For n bounded, we have results which are valid for the family of Thue
equations of Thomas and the completion of the proof follows from the
following Lemma,

Lemma 1 Consider a monic irreducible cubic polynomial f (X ) 2
Z[X] with f (0) = ±1 and write,

F (X,Y ) = Y

3
f (X/Y ) = (X � ✏1Y )(X � ✏2Y )(X � ✏3Y ).

8



For a 2 Z, a , 0, define

Fa (X,Y ) = (X � ✏a1Y )(X � ✏a2Y )(X � ✏a3Y ).

Then there exists an e�ectively computable constant  > 0 depending
only on f , such that, for any k � 2, any (x, y, a) in the set

(
(X,Y, a) 2 Z2 ⇥ Z | XY a , 0,max{|X |, |Y |} � 2, Fa (X,Y )  k

)

satisfies max{|X |, |Y |, e |a | }  k

 . ⇤

In 2015, further results were proved in [1]. The following is one of
those.

Theorem 9 (Levesque and Waldschmidt 2015) Let k � 1. There ex-
ists an absolute effectively computable constant  such that, if there
exists (n, a, k, X,Y ) 2 Z2 with a , 0 verifying 0 < |Fn,a (X,Y ) |  k,

• then
log{|X |, |Y |}  µ.

with µ =
8><>:

(log k + |a | log|n|)(log|n|)2 log log|n| for |n| � 3,
log k + |a | for |n|  2.

Note that if a = 1, this follows from Theorem 7.

• if n � 0, a � 1 and |y | � 2 3p
k, then a  µ0 with

µ0 =
8><>:

(log k + log n)(log n) log log n for |n| � 3,
1 + log k for n = 0, 1, 2.

• if XY , 0 and n � 0 and a � 1, then

a   max
(

1, (1 + log |X |) log log(n + 3), log|Y |, log k

log(n + 2)

)
.
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1 Introduction on Kloosterman sum

Given a real number t, we write e(t) = e2⇡it . The sum

S(a, b; q) =
qX

x=1
(x, q)=1

e
⇣ ax + bx̄

q

⌘

where x̄ satisfies x̄ x ⌘ 1 (mod q), and is unique modulo q, is called a
Kloosterman sum. Kloosterman sum play an important role in number
theory. There is systematic and deep study on this type of sums.
Kloosterman introduced this type of sums as early as 1926. His purpose
was to study positive integer solutions of the quadratic diagonal form

N = a1n2
1 + a2n2

2 + a3n2
3 + a4n2

4,

where a
i

are fixed positive integers. This problem is a generalization of
Lagrange four squares theorem, the purpose of which is to determine
for which coe�cients (a1, a2, a3, a4), all su�ciently large N can be
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expressed in this form. Now it is di�cult to apply Hardy-Littlewood
circle method directly, and Kloosterman had to make an improvement
on the circle method. During the proof he met the sum

XX

x=1
(x, q)=1

e
⇣ bx̄

q

⌘
,

which is called an incomplete Kloosterman sum.
If (b, q) = 1, X = q, the above sum is a Ramanujan sum

qX

x=1
(x, q)=1

e
⇣ bx̄

q

⌘
=

qX

y=1
(y, q)=1

e
⇣ y

q

⌘
= µ(q).

The incomplete sum can be transformed to a complete sum by a
standard technique. Therefore

XX

x=1
(x, q)=1

e
⇣ bx̄

q

⌘ ���  (1 + log q) max
1aq

|S(a, b; q) |.

Now the problem is changed into finding an estimate for S(a, b; q).
This sum can be traced back to a work of H. Poincaré in 1911. It is

named after Kloosterman since he gave a non-trivial estimate for this
sum for the first time. From now on we restrict to prime number p = q
in the treatment of Kloosterman sums. Firstly he considered the mean
value

p�1X

r=0

p�1X

s=0
|S(r, s; p) |4.

This mean value has an arithmetic meaning, i.e. is the number of
solutions of the equation system

x1 + x2 � x3 � x4 ⌘ 0, x̄1 + x̄2 � x̄3 � x̄4 ⌘ 0 (mod p).

12



By an elementary discussion, the number of solutions does not exceed
3p3(p � 1).

Then for the fixed a, b, p 6 | b, there are at least p�1 terms |S(a, b; p) |4
in the above mean value. Combining all of the above, we get

|S(a, b; p) | < 3
1
4 p

3
4 , p 6 | b.

This shows that in the above incomplete Kloosterman sum, if X > p
3
4+" ,

there is some cancellation. By this estimate, Kloosterman can solve the
problem on the quadratic diagonal form in four variables.

In 1948, Weil proved a stronger result

|S(a, b; p) |  2p
1
2 , p 6 | b,

which is a corollary of his proof of Riemann Hypothesis for curves in
finite fields. This estimate is almost best possible, and is used in many
applications of Kloosterman sum.

2 Applications

1) It is conjectured that every su�ciently large integer N ⌘ 4 (mod 24)
can be expressed as

N = p2
1 + p2

2 + p2
3 + p2

4,

where p
i

is prime number. This is a development of Lagrange four
squares theorem. The case for five primes was solved by L. Hua. The
case for four primes is very di�cult. In 1994, Brüdern and Fouvry
proved that every su�ciently large integer N ⌘ 4 (mod 24) can be
expressed as

N = P2
1 + P2

2 + P2
3 + P2

4,

where the number of prime factors of every P
i

is at most 34. In
the proof, the improvement on circle method by Kloosterman and the
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estimate for Kloosterman sum were used. Yingchun Cai improved the
number 34 to 13. Recently Lilu Zhao improved it to 5.

2) Let p be prime, (a, p) = 1. Solve

mn ⌘ a (mod p),

where positive integers m and n are small as possible.
Write M (a) as the minimum of max(m, n). It is obvious that

M (p � 1) �
p

p � 1, M (a)  p � 1.

Is there a better upper bound for M (a)?
Write

A
n

=
8><>:

1, if mn ⌘ a (mod p) has solution 1  m  M,
0, otherwise.

By a standard technique, we get

���
X

0<nM
A
n

� M2

p
���  log p max

1k<p

���
pX

n=1

MX

m=1
mn⌘a (mod p)

e
⇣ kn

p

⌘ ���

= log p max
1k<p

���
MX

m=1
e
⇣ kam̄

p

⌘ ���
< 4(log p)2p

1
2 .

The sum X

0<nM
A
n

is the number of solutions of the equation

mn ⌘ a (mod p), 1  m, n  M .

Hence, if
M2

p
� 4(log p)2p

1
2 ,
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then the above equation must has a solution, which means

M (a)  2(log p)p
3
4 .

The improvement on the exponent 3
4 is an open problem.

3) Let d(n) be divisor function. We consider the behaviour of the
sum X

nx
d(n)d(n + 1).

This sum counts the number of integer arrays (a, b, r, s) which satisfy

ab  x, ab + 1 = rs.

We can get the condition

ab ⌘ �1 (mod r).

For the fixed r , we calculate how many a, b. A similar problem with
the above one appears, which is on M (�1). By the similar discussion,
we get an asymptotic formula

X

nx
d(n)d(n + 1) = xQ(log x) +O(x

5
6+"),

where " a su�cient small positive constant, Q is some quadratic poly-
nomial. For any positive integer a, the sum

P
nx d(n)d(n + a) can be

dealt with in the same way. These sums are interested since they appear
in the Riemann zeta function theory.

We see the integral
Z

T

0
|⇣ (1

2
+ it) |4dt.

Write |⇣ |4 = ⇣2⇣2. Expand this product to produce a double sum
the near diagonal terms contain d(n)d(n + a). Then the problem is
changed into that for

P
nx d(n)d(n + a). Heath-Brown proved that

Z
T

0
|⇣ (1

2
+ it) |4dt = TF (logT ) +O(T

7
8+"),
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where F is some fourth power polynomial. Motohashi improved the
exponent 7

8 to 2
3 . He used the mean value theory of Kloosterman sums

which was developed by Kuznetsov and Iwaniec.
4) Iwaniec made further development on the classic fourth power

mean value of ⇣ function. His object is to estimate the sixth power of
⇣ function. He proved that

Z
T

0
|⇣ (1

2
+ it) |4���

X

nN

a(n)

n
1
2+it

���2dt ⌧ T1+",

where a(n) = O(1), N ⌧ T
1
10 . He used the estimate for the Klooster-

man sum.
Afterwards, Iwaniec and Deshouillers, Watt improved the exponent

1
10 into 1

5 and 1
4 . They used the estimate for the Kloosterman sum.

In 2014, Chaohua Jia and A. Sankaranarayanan proved that
X

nx
d2(n) = xP(log x) +O(x

1
2 (log x)5),

where P(x) is some cubic polynomial. We made some refinement on
the work of Iwaniec and also used the estimate for the Kloosterman
sum.

3 Further development

Let us see the Kloosterman sum with some coe�cients. In 1988, D.
Hajela, A. Pollington, B. Smith proved that if (b, q) = 1, then

X

nN
(n, q)=1

µ(n)e
⇣ bn̄

q

⌘
⌧ Nq"

⇣ (log N )
5
2

q
1
2

+
q

3
10 (log N )

11
5

N
1
5

⌘
.

This estimate is non-trivial for (log N )5+10" ⌧ q ⌧ N
2
3�3" .
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Afterwards, P. Deng, G. Wang and Z. Zeng independently proved
that

X

nN
(n, q)=1

µ(n)e
⇣ bn̄

q

⌘
⌧ Nq"

⇣ (log N )
5
2

q
1
2

+
q

1
5 (log N )

13
5

N
1
5

⌘
.

This estimate is non-trivial for (log N )5+" ⌧ q ⌧ N1�" .
P. Deng pointed out that under GRH, one can get

X

nN
(n, q)=1

µ(n)e
⇣ bn̄

q

⌘
⌧ q

1
2 N

1
2+",

which is non-trivial for q ⌧ N1�4" . Therefore to break through the
limitation q  N is the next direction of development.

In 1998, Fouvry and Michel proved that if q is a prime number, P(x)
and Q(x) are coprime monic polynomials on Z[x], g(x) = P(x)

Q(x) is a
rational function, then for N  q, one has

X

pN
(Q(p), q)=1

e
⇣g(p)

q

⌘
⌧ q

3
16+"N

25
32 ,

where p is the prime number. This estimate is non-trivial for N  q ⌧
N

7
6�7" .
They also proved that for N  q,

X

nN
(Q(n), q)=1

µ(n)e
⇣g(n)

q

⌘
⌧ q

3
16+"N

25
32 .

In 2011, Fouvry and Shparlinski proved that for (b, q) = 1, N
3
4 

q  N
4
3 , one has

X

N<p2N
(p, q)=1

e
⇣ bp̄

q

⌘
⌧ q" (q

1
4 N

2
3 + N

15
16 ).

17



This estimate is non-trivial for N
3
4  q ⌧ N

4
3�6" .

They also proved that
X

N<p2N
(p, q)=1

e
⇣ bp̄

q

⌘
⌧ Nq"

⇣ (log N )2

q
1
2
+

q
1
4 (log N )

3
2

N
1
5

).

This estimate is non-trivial for (log N )6+" ⌧ q ⌧ N
4
5�" .

There are corresponding results for µ(n).
Naturally one would consider more general situation. When Ke

Gong visited Montreal University, Professor Granville suggested him
to study the non-trivial estimate for

X

nN
(n, q)=1

f (n)e
⇣ bn̄

q

⌘

where f (n) is a multiplicative function satisfying | f (n) |  1.
In the above results, one can apply Vaughan’s method in which

properties that X

d | n
⇤(d) = log n

or
X

d | n
µ(d) =

8><>:
1, if n = 1),
0, if n > 1.

are used.
But in our situation, we know nothing on

P
d | n f (d) so that Vaughan’s

method does not work. We have to seek the new method. Fortunately,
we find that the finite version of Vinogradov’s inequality which is used
by Bourgain, Sarnak and Ziegler is available.

Recently, Ke Gong and Chaohua Jia proved that if f (n) is a multi-
plicative function, | f (n) |  1, q  N2, (b, q) = 1, then

X

nN
(n, q)=1

f (n)e
⇣ bn̄

q

⌘
⌧
s

d(q)
q

N (log log 6N )+q
1
4+

"
2 N

1
2 (log 6N )

1
2+

N
p

log log 6N
.
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This estimate is non-trivial for

(log log 6N )2+" ⌧ q ⌧ N2�5" .

If f (n) = µ(n), we can get a bigger range of non-trivial estimate than
before. But for the sum on prime numbers, our method is not available.

4 Shifted character sum

We have corresponding result on the shifted character sum.
Let q be a prime number, (a, q) = 1, � be a non-principal Dirichlet

character modulo q.
Since the 1930s, I. M. Vinogradov had begun the study on character

sums over shifted primes
X

pN
�(p + a),

and obtained deep results, where p is prime number. His best known
result is a nontrivial estimate for the range N"  q  N

4
3�" , where " is

a su�ciently small positive constant, which lies deeper than the direct
consequence of GRH.

Later, Karatsuba widen the range to N"  q  N2�" , where
Burgess’s method was applied.

For the Möbius function µ(n), one can get same results on sums
X

nN
µ(n) �(n + a)

as that on sums over shifted primes.
Recently, Ke Gong and Chaohua Jia used the finite version of Vino-

gradov’s inequality to prove the following result:
If f (n) is a multiplicative function satisfying | f (n) |  1, q ( N2)

is a prime number and (a, q) = 1, � be a non-principal Dirichlet
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character modulo q, then we have
X

nN
f (n) �(n+a) ⌧ N

q
1
4

log log(6N )+q
1
4 N

1
2 log(6N )+

N
p

log log(6N )
.

This estimate is non-trivial for

(log log(6N ))4+" ⌧ q ⌧ N2

(log(6N ))4+" .
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1 Introduction

An elliptic curve is a projective algebraic curve of genus one with a
rational point. We recall that, if K is a number field and E is an
elliptic curve defined over K , the Mordell-Weil theorem asserts that the
(abelian) group E(K ) of K-rational points of E, is finitely generated;
it means that E(K ) ' E(K )tors ⇥ Zr , where the nonnegative integer
r = rk

K

(E) is the rank of E(K ). Néron, in his thesis [8], generalized
this theorem to abelian varieties defined over a field K finitely generated
over its prime field and, subsequently, there were several other results of
this type. Non-expert readers can find many texts and general references
on the theory: we recommend, among others, [11] and [6].
In this paper we consider families of elliptic curves given by an equation
of the kind

F : y2 = x

3 + a2(t)x

2 + a4(t)x + a6(t), (1)

where a

i

(t) 2 Z[t]. In fact, for all but finitely many t 2 Z, the
specialization F (t) of F is an elliptic curve over Q whose rank is
denoted by r (t). Moreover, we recall that the global root number
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"(t) = ±1 of F (t) is the sign of the functional equation for the L-
series attached to F (t) (see, for example, [11, App. C.16] or [6,
Chap. 16 §3]), and the Birch and Swinnerton-Dyer Conjecture implies
(�1)r (t) = "(t) (also called the parity conjecture; for a nice survey on
the subject and for the relations with the Tate-Shafarevich group, see
[4]).
We can also view (1) as a single elliptic curve over the rational function
field Q(t): we denote its rank rkQ(t) (F ) simply by r .
We define the average root number of the family (1) over Z, as the
following limit (if it exists)

Av(F ) = lim
X!1

1
2X

X

|t |<X
"(t), (2)

(where we have set "(t) := 0 if F (t) is not an elliptic curve) and it is
known that the average root number is zero and the average of r (t) is r or
r+1, for a large class of families of elliptic curves (see for example [5]);
we are instead more interested to find families F such that Av(F ) , 0
and Av(F ) , (�1)r , as better explained in Definition 1.1. Several
problems are related with this issue: e.g., for the distribution of zeros
of the L-functions L(s, F (t)) and the underlying “symmetry type” of
the family F , see [3] and the references therein.

Definition 1.1 Let F be a non-isotrivial family of elliptic curves given
by (1) with rank r over Q(t). We say that

(i) F is potentially parity-biased (or briefly potentially biased) over
Z if there is no place of multiplicative reduction except possibly
at1;

(ii) F is parity-biased over Z if Av(F ) exists and is non-zero;

(iii) F has excess rank over Z if Av(F ) exists and Av(F ) = �(�1)r .

Obviously (iii) implies (ii) and from a conjecture of Helfgott, (ii)
would imply (i). In literature there are examples of parity-biased fam-
ilies with deg(a

i

(t)) quite large, but these families do not have excess
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rank over Z. Hence it is clear that to obtain parity-biased families or
with excess rank we need to control the rank r itself, the potentially
parity-biased condition and the root numbers "(t) with their average.
In this paper we show some results obtained in this sense by S. Bet-
tin, C. David and C. Delaunay; for more details the reader can see
the work-in-progress paper [1]. In particular, Theorems 3.1 and 3.2
classify potentially parity-biased families (1) with deg a

i

(t) 6 2; then,
considering a particular family F

a

given in (5), Theorem 3.3 gives a
formula for the root numbers in this family and Theorem 3.4 computes
their average Av(F

a

). In the final part of the paper there are some
applications of these results in order to have parity-biased families and
families with excess rank.
We close the introductive section with the following well known

Example 1.2 For the Washington’s family of elliptic curves, given by

F1 : y2 = x

3 + t x

2 � (t + 3)x + 1, (3)

the rank over K (t) is one for every number field K (see [12, 2]).
Moreover, in [9] Rizzo shows that "(t) = �1 for every t 2 Z, and we
conclude that this family is parity biased but it does not have excess
rank over Z. We notify, finally, that the constant value "(t) = �1 8t 2 Z
no longer holds out from Z: for instance, "(t) = 1 for many non integral
t 2 Q.

2 The rank of a family of elliptic curves

Considering the elliptic curve F (t) from the family given in (1), we
define the trace of Frobenius at p of F (t), denoted by Tr

t

(p), as

Tr
t

(p) :=
(

p + 1 � |E(F
p

) | if F (t) has good reduction at p,
0 otherwise ,

where F
p

:= Z/pZ and |E(F
p

) | is the number of points in the reduced
curve, i.e. the cardinality of {(x, y) 2 Z2 | y2 ⌘ x

3 + a2(t)x

2 + a4(t)x +
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a6(t) mod p} (see [11, V.2]). Denoting the average value of the trace
by

A

p

(F ) := 1
p

p�1X

t=0
Tr

t

(p),

we can enounce the following

Conjecture 2.1 (Nagao) lim
X!1

X

p6X

�A

p

(F ) · ln p = rkQ(t) (F ).

In [7] Nagao himself proved the conjecture for five family of elliptic
curves, and, as an application of some main results, Rosen and Tate
proved in [10] that Nagao Conjecture holds for rational surfaces, hence
a fortiori when deg a

i

(t) 6 2 in (1). Using this fact, for example, we
can state the following

Proposition 2.2 Let b, e 2 Z such that b

2 � 4e , 0 and consider the
following family

F 0 : y2 = x

3 + t x

2 + (�bt � 3b

2 + 9e)x + et + b

3 � 3eb.

Then r 6 1 and r = 1 if and only if b

2 � 4e is ± a fourth power in
Z � {0}.

If b

2 �4e = 0 then the curve F 0(t) is singular. To give an idea of the
proof we write x

3+t x

2+(�bt�3b

2+9e)x+et+b

3�3eb as B(x) ·t+C(x)
where B(x) = x

2 � bx + e and C(x) = x

3 + (�3b

2 + 9e)x + b

3 � 3eb.
Then we have

r = lim
X!1

X

p6X

ln p

p

p�1X

x=0

p�1X

t=0

 
B(x)t + C(x)

p

!
, (4)

where
⇣ ⇤
⇤
⌘

is the Legendre symbol. In the last sum in (4), the contri-
bution will come from the zeros of B(x) modulo p. It has roots if and
only if the discriminant of B(x), i.e. b

2 � 4e, is a square modulo p. If
b

2 � 4e is not ± a fourth power, we obtain r < 1, so r = 0. If b

2 � 4e is
± a fourth power, we obtain r = 1.
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3 Potentially biased and parity-biased families

If F is the family of elliptic curves given by the equation (1) with
deg a

i

(t) 6 2, to be “potentially parity-biased” is equivalent to the
condition

(�(t) = 0) ) (c4(t) = 0),

where�(t) and c4(t) have the usual meaning for F (t) (see, for instance,
[11, III.1] or [6, 3 §3]).

Theorem 3.1 Let F be given by (1) a potentially biased family with
deg a2(t) = 1 and deg a4(t), deg a6(t)  2. Then r 6 1 and up to a
linear change of coordinates, F is one of the following

(i) F 0 : y2 = x

3 + t x

2 + (�at � 3a

2 + 9b)x + bt + a

3 � 3ab with
a, b 2 Z; in this case, r = 1 if and only if a

2 � 4b is ± a fourth
power in Z.

(ii) G : y2 = x

3 +3dtx

2 +3d

2
stx + d

3
st

2 with d, s 2 Z; in this case,
r = 1 if and only if s · d is a square in Z or �2 times a square.

(iii) H : y2 = x

3 +3dtx

2 +3d

2
stx + d

3
s

2
t with d, s 2 Z; in this case

r = 0.

And what does it happen if, in the statement of the previous theorem,
we assume deg a2(t) = 2? In this case write a2(t) = ut

2+vt+w, where
u, v,w 2 Z.

Theorem 3.2 With such assumptions, up to a linear change of coordi-
nates, F will be one of the following families

(i) F 0(ut

2 + vt + w), and in this case r 6 3.

(ii) H (ut

2 + vt + w).

(iii) y2 = x

3 + 2vt(�4t + 1)x

2 + 4v2
t(2t + 1)x � v3(4t

2 + 3t + 1); in
this case r 6 1 and r = 1 if and only if v is �2 times a square.
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Now consider the equation of the family F 0 in Theorem 3.1 (i) with
b = 0; more precisely, if a

2 � 4b is a square, there exists a change of
variables which transforms F 0 in the following

F
a

: y2 = x

3 + t x

2 � a(3a + t)x + a

3 (5)

(where a 2 Z is not the same as before). For example, note that if we
pose f

a

(t) := t

2 + 3at + 9a

2, we easily find for F
a

(t)

c4(t) = 16 f

a

(t), c6(t) = �32(3a + 2t) f

a

(t),

�(t) = 16a

2( f

a

(t))2,

and, in the special case a = 1, we recover the Washington’s family F1
given in (3).
As usual, we denote by v

p

(·) the p-adic exponential valuation and by
(·, ·) the gcd of two integers. Moreover, if M 2 Z, let M0 be the odd
part of M , i.e. M = 2 v2 (M )

M0.

Theorem 3.3 Let "
a

(t) be the root number of F
a

(t), then

"
a

(t) = � s

a

(t) (a0, t)

·
Y

p

����
a0

(a0, t )

(�1)1+vp (t)
 

p

�vp (t)
t

p

!1+vp (t)

mod 4,

where s

a

(t) 2 {�1, 1} is explicit and depends only on a0 mod 8, v2(a)
mod 2, t0 or 2 v2 (a)

t mod 8.

If q, a are two integers such that q |a, we define Av2(q, a) as the
average of s

a

(qt) when t varies with (t, q) = 1. Then, using Theorem
3.3, we get

Theorem 3.4 The following formula holds

Av(F
a

) = � 1
|a |

X

q | |a |
p

����
a0
q0
) vp (q) odd

'(|a/q |) �4(q0) Av2(a, q),
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where �4(q0) 2 {�1, 1} is congruent to q0 mod 4 and Av2(a, q) 2
{0, 1/2, 1}.

Note that, in particular, if a is square-free, then q = a is the only
divisor appearing in the previous sum, hence

Av(F
a

) =
8>><>>:
±1/a if a ⌘ ⌥1 mod 8
±1/(2a) if a ⌘ ±3 mod 8

0 if a ⌘ ±2 mod 8
.

The first consequence of Theorem 3.4 is the following corollary which
gives necessary and su�cient conditions for the family F

a

to be parity-
biased.

Corollary 3.5 The family F
a

is parity-biased if and only if v2(a) , 1.

4 Families with excess rank

In this section we preserve the above notations and we continue the
study to give some results and examples of families with excess rank.
First of all, from Theorem 3.3, if (a, b) = 1 we have

e

a

(at + b) = �
Y

p |a
�

 
b

p

!
,

and this means that

• if p ⌘ ±1 mod 8 and b is not a square mod p, then F
p

(pt + b)
has excess rank over Z , with r = 0;

• if p is an odd prime and p - b, then F
p

2 (pt + b

2) has excess rank
with r = 1.

To obtain families with higher rank we have to consider families of the
form F

a

2 (ut

2 + vt + w): in this case, the rank is 6 3.
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Definition 4.1 We set

H
a

2,k (t) := F
a

2 (t2 � 2at � a

2 + k � a

2(t2 + u

2)/k).

The first thing to do for working with this family, is to write its
equation in the form

H
a

2,k (t) : y2 = A(x)t2 + B(x)t + C(x)

for suitable polynomials A(x), B(x),C(x) 2 Z[x] (recall (5)). For
example, for the first two of them we find

A(x) = �a

2 � k

k

x(x � a

2), B(x) = �2ax(x � a

2).

Going further with computations and working on the characteristics of
this family, we get results as the following

(a) We can take k 2 Z such that�a

8

k

and� ka

8

(a

2 � k)3 are not squares;
in this case r = 2.

(b) We can take k 2 Z such that �a

8

k

or � ka

8

(a

2 � k)3 is a square; then
r = 3.

For example, if we take a = 2 and k = 1, from (a) we obtain that the
family H4,1(t) has excess rank with r = 2. Instead, if we take p ⌘ ±1
mod 8 and l 2 Z with p - l we find thatH

p

2,�p2 (pt + l) has excess rank
with r = 3.

5 Twist of Washington family

We end the paper going back to the family in the Example 1.2: if
d 2 Z � 0, the quadratic twist by d of Washington family (3) is

E

d,t : y2 = x

3 + dtx

2 � (t + 3)d

2
x + d

3, (6)

which is in fact F
d

(dt) (see (5)).
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Theorem 5.1 For v2(d) even the following hold

(i) If d0 ⌘ ±1 mod 8, then "(E

d,t ) ⌘ �|d0 | mod 4.

(ii) If d0 ⌘ 3 mod 8, then "(E

d,t ) = sgn(d0) () t ⌘ 0, 1, 2
mod 4.

(iii) If d0 ⌘ 5 mod 8, then "(E

d,t ) = sgn(d0) () t ⌘ 1 mod 4.

For v2(d) odd, "(E

d,t ) = sgn(d0) if and only if t ⌘ 0, 3 mod 4.

The rank of E

d,t is always zero, unless d = ±1. If we set d = d

t

(u), the
generic point of E

dt (u),t is (ud

t

(u), d
t

(u)2) and E

dt (u),t has rank > 1
over Q(t).

Proposition 5.2

(i) If u ⌘ 1 mod 4, then "(E

dt (u),t ) = 1 if and only if d

t

(u) > 0.

(ii) If u ⌘ 0 mod 4, then "(E

dt (u),t ) = 1 if and only if d

t

(u) < 0.
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The central problem of Analytic Number Theory is the distribution of
prime numbers. The answers to the questions that naturally arise from
this problem are only partially known, even assuming powerful and, as
yet, unproved hypotheses like Riemann’s. Here we are interested in the
distribution of prime numbers in “short intervals". With this term we
mean intervals of the form (x, x + y], where y = o(x).

Recall the prime-counting function

⇡(x) def
= #{p  x | p is prime} ⇠ li(x) def

=

Z
x

2

dt
log t

and the Chebyshev function

 (x) def
=
X

nx
⇤(n),

where⇤(n) is the von Mangoldt function defined to be equal to log(p) if
n = p↵ for some p prime and positive integer ↵, and zero otherwise. It
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is well known that the Riemann Hypothesis (RH, for short) is equivalent
to either of the two statements

⇡(x) = li(x) + O
✓
x

1
2 log(x)

◆
or  (x) = x + O

✓
x

1
2 (log x)2

◆
.

Looking to the “additive" form of the expected main term of both ⇡
and  , a natural question arises.

Question 1. For y  x, is it true that

⇡(x + y) � ⇡(x) ⇠
Z

x+y

x

dt
log t

or  (x + y) �  (x) ⇠ y ? (1)

In some applications it is su�cient to know that such asymptotic
relations hold for most values of y. For measuring precisely what
“usually" means, Selberg introduced the variance of the primes in short
intervals

J (x, ✓) def
=

Z 2x

x

| (t + ✓t) �  (t) � ✓t |2dt, (2)

where ✓ 2 [0, 1] is essentially y/x. On the Riemann Hypothesis we
have that

J (x, ✓) ⌧ x2✓(log(2/✓)2) uniformly for x�1  ✓  x.

It means that in this range of values for ✓,

 (t + ✓t) �  (t) = ✓t + O
✓
(✓x)

1
2 log x

◆
for “almost all" t 2 [x, 2x].

We now assume RH until the end. As is customary, we denote the
generic non-trivial zero of the Riemann ⇣-function by ⇢ = 1

2 + i�.
Consider the Montgomery pair-correlation function

F (x,T ) def
=

X

�1,�22[0,T ]

4xi(�1��2)

4 + (�1 � �2)2 .
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In [5] Montgomery proved that F (x,T ) ⇠ T

2⇡ log x as T ! +1 uni-
formly for T"  x  T and conjectured that F (x,T ) ⇠ T

2⇡ logT as
T ! +1 uniformly for T  x  T A. It means that only the “diagonal"
terms (where �1 = �2) of the sum give a contribution. We are interested
in the connection between hypothetical asymptotic formulae for J and
F. More precisely, if we write J and F in expansions like

J (x, ✓) =
3
2

x2✓(log(1/✓) + 1 � � � log(2⇡)) + R
J

(x, ✓)

and
F (x,T ) =

T
2⇡

 
log T

2⇡
� 1

!
+ R

F

(x,T ),

then we want to answer to the following

Question 2. Is it possible to compare the size of the error terms R
J

(x, ✓)
and R

F

(x,T ) in suitable ranges of uniformity?

Assuming RH, Montgomery and Soundararajan [6] proved that R
J

(x, ✓) =
o(x2✓) if and only if R

F

(x,T ) = o(T ). In [2], Languasco, Perelli and
Zaccagnini studied relations between hypothetical bounds of the type

R
J

(x, ✓) = O(x2✓1+↵) and R
F

(x,T ) = O(T1��).

Their results are as general as they are cumbersome, so, for simplicity,
we state a weakened and simplified version of such results, leaving out
log-powers and uniformity in the various parameters. Essentially, for
↵, � > 0, we have

R
J

(x, ✓) ⌧ x2✓1+↵ =) R
F

(x,T ) ⌧ T1� ↵
↵+3 ,

R
F

(x,T ) ⌧ T1�� =) R
J

(x, ✓) ⌧ x2✓1+
�
2 .

We now introduce a new pair-correlation function and connect it to
a more general form of the Selberg integral. Let ⌧ 2 [0, 1] and define
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F (x,T, ⌧) def
=

X

�1,�22[�T,T ]

4xi(�1��2)

4 + ⌧2(�1 � �2)2 .

Of course F (x,T, 1) is essentially the same as F (x,T ). Moreover
F (x1/⌧,T, ⌧) is the pair-correlation function for Z⌧ (s) = ⇣ (s/⌧), where
Z⌧ is (almost) an element of the Selberg Class of degree 1

⌧ and conductor
⇣

1
⌧

⌘1/⌧
. Continuing with the properties of F (x,T, ⌧), we note that

F (x,T, 0) = |⌃(x,T )2 |, where

⌃(x,T ) def
=
X

|� |T
xi�

is the exponential sum that appears in Landau’s explicit formula for
 (x). We also remark that F (x,T, ⌧) is di�cult to estimate for ⌧ very
small (say, ⌧  1/T) because in this case the trivial bound F (x,T, ⌧) ⌧
min(T, ⌧�1)T log2 T becomes very large.

From now on we assume ⌧ > 0 in order to avoid trivial statements.
Let

J (x, ⌧, ✓) def
=

Z
x(1+⌧)

x

| (t + ✓t) �  (✓) � ✓t |2dt

Here we are dealing with “short intervals" in two di�erent ways. The
obvious conjecture is J (x, ⌧, ✓) ⌧ x2+"⌧✓.

There is a conjecture of Gonek involving the behaviour of ⌃(x,T ). It
states that ⌃(x,T ) ⌧ T x�1/2+" + T1/2x" for x,T � 2. This conjecture
and an obvious generalisation of Montgomery’s “justify us" to work by
assuming the following

Assumption (Hypothesis H (⌘)). For some fixed ⌘ > 0 and every " > 0
we have

F (x,T, ⌧) ⌧ T x" uniformly for

8><>:
x⌘  T  x
x⌘/T  ⌧  1.

By using such assuption, in [3], Languasco, Perelli and Zaccagnini
proved the following result.
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Theorem 1. If assumption H (⌘) holds for some ⌘ 2 (0, 1), then

J (x, ⌧, ✓) ⌧ x2+"⌧✓

uniformly for x�1  ✓  x�⌘ and ✓x⌘  ⌧  1. Moreover if assumption

H (⌘) holds for some ⌘ 2 (0, 1/2 � 5") (for " > 0 small), then

 (x + y) �  (x) = y +
8><>:
O(y2/3x⌘/3+") for x⌘+5"  y  x1/2

O(y1/3x1/6+⌘/3+") for x1/2  y  x1�⌘ .

As an immediate consequence we have

 (x + y) �  (x) = y + O(y1/2x")

for “almost all" x 2 [x, x(1 + ⌧)] and y 2 [1, x1�⌘].
In [4] Languasco, Perelli and Zaccagnini gave an asymptotic result

for F (x,T, ⌧). Let

S(x, ⌧) def
=
X

n�1

⇤2(n)
n

a2(n, x, ⌧)

where

a(n, x, ⌧) def
=

8><>:
(n/x)1/⌧ if n  x
(x/n)1/⌧ if n > x.

Then the following Theorem holds.

Theorem 2. As x ! +1 we have

F (x,T, ⌧) ⇠ T
⇡

S(x, ⌧)
⌧
+

T log2 T
⇡⌧x2/⌧ + smaller order terms

uniformly for ⌧ � 1/T , provided thatT S(x, ⌧) = 1(max(x, (logT )3/⌧)).

Of course, this reduces to Montgomery’s result for ⌧ = 1. We
remark that the Theorem shows the same phenomenon of yielding an
asymptotic formula only at “extreme ranges". Notice that if ⌧ is not too
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small, say ⌧ � x"�1, by the Brun-Titchmarsh inequality it follows that
S(x, ⌧) ⌧ ⌧ log x. Moreover, if y  x and

 (x + y) �  (x) ⇠ y uniformly for y � x�+"

then
S(x, ⌧) ⇠ ⌧ log x uniformly for ⌧ � x�+"�1.

However, S is erratic for ⌧  1/x. Essentially, it reduces to the single
term given by the prime power closest to x.

Finally, in [4], Languasco, Perelli and Zaccagnini also gave the
following asymptotic result.

Theorem 3. Assume the “Generalized Montgomery Conjecture". Then

J (x, ⌧, ✓) ⇠
✓
1 + ⌧

2

◆
⌧✓ log(1/✓)

uniformly for 1/x  ✓  x�" and ✓1/2�"  ⌧  1.

Of course, the first factor here is relevant only if ⌧ � 1, when
Theorem 3 is a consequence of earlier results. The proof requires a
suitable, stronger version of the technique introduced by Goldson and
Montgomery in [1], with particular care for the ⌧-uniformity aspect.
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1 Introduction

Let p be a prime, K a number field, and let K1/K be a Zp-extension.
Iwasawa showed (cfr. [6]) that the size of the µ-invariant is related to
the rate of growth of p-ranks of p-class groups in the tower

K ⇢ K1 ⇢ K2 ⇢ ... ⇢ K1.

He showed in 1958 that the vanishing of the µ-invariant for cyclo-
tomic Zp-extensions of the rationals is equivalent to certain congru-
ences between Bernoulli numbers and he conjectured that µ = 0 for
these extensions. This was verified in 1979 for base fields K which are
abelian over Q by Ferrero and Washington (cfr. [1]) but it remains an
unresolved problem for more general base fields. Iwasawa initially con-
jectured that his µ-invariant vanishes for all Zp-extensions, but later, in
1973, he was the first to construct Zp-extensions with arbitrarily large
µ�invariants (cfr. [3]).

As a natural development of this branch of algebraic number theory,
Maire’s work investigates about the other p-adic Galois groups enjoying
the aforesaid property (cfr. [4]).
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2 The classical case

Let us start by recalling the main costructions in the simplest case, see
[3] or [6]. For n � 1, let Kn = Q(⇣pn ) where ⇣pn is a primitive pn � th
root of unity. As customary we set

K1 =
1[

n=1
Kn.

Now Gal (K1/Q) is isomorphic toZ⇥p andZ⇥p is isomorphic to (Z/pZ)⇥⇥
Zp. Therefore the fixed field of (Z/pZ)⇥ as Galois group (over Q) iso-
morphic to Zp. We call this field Q1 The extension Q1/Q is an
archetype for Zp-extensions, i.e. extensions whose Galois group is
isomorphich to Zp. As shown in [6, Chapter 7] one can find a chain of
subfields of Q1:

Q = F0 ⇢ F1 ⇢ · · · ⇢
[

n�0
Fn = Q1

with
Gal (Fn/Q) ' Z/pnZ.

Iwasawa’s theorem can then be stated as follows:

Theorem (Iwasawa). LetQ1 and Fn be as above. Let pen be the exact
power of p dividing the class number of Fn. Then there exist integers
� � 0, µ � 0, and ⌫, all independent of n, and an integer n0 such that

en = �n + µpn + ⌫

for all n � n0

Sketch of proof. We give a brief outline of the proof following [6,
section 13.3]. Let � = Gal (Q1/Q) ' Zp. Denote by Ln the maximal
unramified abelian p-extension of Fn. Note that Ln is Galois over Fn

(being maximal). It follows that Xn ' Gal (Ln/Fn) is isomorphic to
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a p-Sylow subgroup of the ideal class group of Fn, which we call An.
Set

L =
[

n�0
Ln and X = Gal (L/Q1) .

Note that L is also Galois extension ofQ, and so we set G = Gal (L/Q).
The idea is to made X into a �-module and hence a ⇤ := Zp[[T]]-
module. Then one can show that actually X is finitely generated and
⇤-torsion. Hence it can be shown that X sit inside an exact sequence
of ⇤-modules of the form

0! A! X ! *
,

sM

i=1
⇤/(pni )+- �

*.
,

tM

j=1
⇤/( f j (T ))m j +/

-
! B ! 0,

where A and B are finite ⇤-modules and each f j is an irreducible
polynomial which is also distinguished (i.e. a monic polynomial whose
coe�cients, except for the leading coe�cient, are all divisible by p).
It is not di�cult to calculate what happen at the n-th level for modules
of the form ⇤/(pn) and ⇤/( f (T ))m. One then concludes the proof by
transfering back the result to X .

3 Uniform pro-p group

Let � be an analytic pro-p group: we can think of � as a closed subgroup
of GLm(Zp) for a certain integer m. If p � 3 we say that � is powerful
if [�, �] ⇢ �p ([�, �] ⇢ �4 in the case p = 2). A powerful pro-p group
� is said uniform if it has no torsion.

The first task is to defineZp[[�]] and this is done by settingZp[[�]] :=
lim��!U

Zp[[�/U]], where U runs over the open normal subgroups of �.
Then we set ⌦ := Zp[[�]]/(p), and since the rings ⌦ and Zp[[�]]
are local, noetherian and without zero divisor [2] each of them has a
fractional skew field. Call Q(⌦) the fractional skew field of ⌦. Now
if X is a finitely generated Zp[[�]]-module, we define rk⌦(X) to be the
Q(⌦)-dimension of X ⌦⌦ Q(⌦).
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Finally we set:

µ(X) =
X

i�0
rk⌦
⇣
X[pi+1]/X[pi]

⌘
.

Let L/K be a uniform p-extension: L/K is a normal extension whose
Galois group � := Gal(L/K) is a uniform pro-p group. We assume
furthermore that the set of places of K that are ramified in L/K is finite.

Let F/K be a finite subextension of L/K. We denote by A(F) the
p-Sylow subgroup of the class group of F and put

X
L/K := lim ��

F

A(F),

where the limit is taken over all number fields F in L/K with respect
the norm map. We have that X

L/K is a finitely generated Zp[[�]]-
module and hence we can associate as above its µ-invariant which is
a generalization of the classical µ-invariant introduced by Iwasawa in
the particular case � = Zp. Set

µ
L/K := µ(X

L/K).

A first interesting result about µ for this module was proven by Perbet
in [5]:

Theorem. For n >> 0 one has:

log |A(Kn)/pn | = µ
L/Kpdn log p +O(npd(n�1) ),

where d is the dimension of � as an analytic variety.

We will say that a number field K is called p-rational if the Galois
group of the maximal pro-p-extension of K unramified outside p is
pro-p free. The crucial property of p-rational fields is, informally, that
in terms of certain maximal p-extensions with restricted ramification,
they behave especially well, almost as well as Q.
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The main result can be summarized as follows:

Theorem. Let � be a uniform pro-p group having an automorphism ⌧
of order m with fixed-point-free action, where m � 3 is co-prime to p.
Assume F0 is a totally imaginary number field admitting a cyclic ex-
tension F/F0 of degree m such that F is p-rational.
Then there exists a finite p-extension K/F unramified outside p and
a �-extension L/K with the following property: for any given integer
µ0, there exists a cyclic degree p extension K

0 over K(⇣p) such that
L

0 = LK

0 is a �-extension of K

0 whose µ-invariant verifies:

µ
L

0/K0 � µ0.

If p is a regular prime and m is an odd divisor of p � 1 we can choose
F = Q(⇣pn ) for any n � 1.
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1 Introduction

In the field of arithmetical function, we sometimes come across an
interesting phenomenon, for example, the di�erence function of "the
sum of digits function for Reflected Binary Code (RBC)", {S

RBC

(n) �
S

RBC

(n � 1)}1
n=1, coincides with the regular paper-folding sequence.

Here we talk about a generalization of this phenomenon and describe
about some relations among the sum of digits functions, automatic
sequences and some code systems. This is a survey of the papers [2]
and [3], and as for the proofs please refer to these references.

2 An example

2.1 Reflected Binary Code (RBC)

We set

• S

RBC

is the sum of digits function for RBC
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• �(n) B S

RBC

(n) � S

RBC

(n � 1), for any positive integer n.

Then
n Usual Binary Code RBC S

RBC

(n) �(n)
0 0 0 0
1 1 1 1 +1
2 10 11 2 +1
3 11 10 1 �1
4 100 110 2 +1
5 101 111 3 +1
6 110 101 2 �1
7 111 100 1 �1
8 1000 1100 2 +1
9 1001 1101 3 +1

10 1010 1111 4 +1
...

...
...

...
...

We would like to point out that
� RBC is a permutation of Binary Code (BC).
� RBC is a "Gray Code " : RBC for n + 1 and RBC for n di�er by
exactly one digit. Thus

8n 2 N, |�(n) | = 1

2.2 Regular paper-folding sequence

We fold a paper to the same direction (counter-clockwise).Then we get
folds ”V�type” or ”⇤�type” progressively. Mathematically, we start
from the simple sequence

b0 = {1, 1, 1, 1, · · · }

with b

n

= 1,8n 2 N and then we construct the sequence Pb0 , which we
call the regular paper-folding sequence as follows

Pb0 = {1, 1,�1, 1, 1,�1,�1, 1}
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Thus one has

Theorem 1 ([2]).
8n 2 N,�(n) = Pb0 (n).

More generally, if

b B {b1, b2, b3, · · · } with b1 = 1 and b

i

= ±1 for i � 2

Then, as before, we get the generalized paper-folding sequence Pb
Pb = {b1

, b
2

,�b1, b3

, b1,�b2,�b2, b4

, · · · }
Thus it is natural to ask ourselves

Question 2. Is there a corresponding code C such that

{SC (n) � SC (n � 1)}1
n=1 = {Pb (n)}1

n=1 ?

The answer is given below.

3 Arithmetical function and sum of digits function

Let go back to the RBC and let define the function

⇠
RBC

: R+ ! N [ {1}
x 7!

X

0nx
�4(n)

where �4 is the Dirichlet character modulo 4:

�4 : N [ {1} ! C such that �4(n) =

8>>>><>>>>:

0 if n ⌘ 0, 2 mod 4
1 if n ⌘ 1 mod 4
�1 if n ⌘ 3 mod 4

Then one has ([2])

S

RBC

(n) =
1X

k=0
⇠
RBC

✓
n

2k
◆
.

This expression could be useful in the study of sum of digits functions.
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Remark 3. For the case of BC, setting

f (n) B
8><>:

0 if n = 0
(�1)n�1

if n � 1

And

⇠
BC

(x) B
X

0nx
f (n)

Then one has ([2])

S

BC

(n) =
1X

k=0
⇠
BC

✓
n

2k
◆
.

From this expression, one can derive the excellent result on the
average of S

BC

due to H. Delange (1975).

In order to answer question 2, let give a structure of RBC

In RBC 0110 is the "unit" and this unit comes from ⇠
RBC

(x).

0110 0110 0110 0110 $ $ · · ·
0011 1100 0011 1100 2$ · · ·
0000 1111 1111 0000 4$

...

We repeat $ , 2$ , 4$ ,· · · as above and then, reading vertically,
we get the code RBC(n).

Taking into account of the generalization of b0 to b, we can construct
by the same way a new code Cb as follows:
If

b = {b1, b2, b3, · · · } with b1 = 1 and b

i

= ±1 for i � 2

Then Cb is (reading vertically)
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0b1b10 0b1b10 0b1b10 0b1b10 $ $ · · ·
00b2b2 b2b200 00b2b2 b2b200 b2 ⇥ 2$ · · ·
0000 b3b3b3b3 b3b3b3b3 0000 b3 ⇥ 4$

...

Thus one can show that Cb is a Gray code.
Moreover we have:

Theorem 4 ([3]).

{SCb (n) � SCb (n � 1)}1
n=1 = {Pb (n)}1

n=1.

We remark that {Pb (n)}1
n=1 is an example of automatic sequences.

4 Some properties of the code Cb
In the case of BC:

BC(13) = 1011
(�!)

Which means

1 · 20 + 0 · 21 + 1 · 22 + 1 · 23 = 13

i.e.
BC(n) = �1 �2 �3 · · ·

(�!)

if and only if
1X

k=1
�
k

2k�1 = n

Moreover, this relation give a bijection between {BC(n)}1
n=1 and N.

We can prove a similar result for Cb. For this purpose, let define the
function:

Db : N! Z
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Such that if
Cb (n) = ↵1↵2↵3 · · ·

(�!)

Then

Db (n) B
1X

k=1
↵
k

2k�1.

Thus we have the following result

Theorem 5 ([3]). Let K � 2 be an integer.

If b is K�periodic then the function Db is a bijection between N [ {0}
and Z.

Remark 6. If K = 1 then b = b0 and in this case Db0 is a bijection from

N [ {0} onto itself.

In 2, we remarked that:

f (n)=
8><>:

0 if n = 0
(�1)n�1 if n � 1

{ ⇠
BC

(x) {
1X

k=0
⇠
BC

✓
n

2k
◆
= S

BC

(n)

�4(n) { ⇠
RBC

(x) {
1X

k=0
⇠
RBC

✓
n

2k
◆
= S

RBC

(n)

Then

Question 7. What is the arithmetical function g(n) which induces

g(n) { ⇠
g

(x) {
P1

k=0 ⇠g (n/2k ) = SCb (n)?

To this question, we have the answer which is as follows.

Let p � 2 and

A = {g : N [ {1} ! C with g(0) = 0} a set of arithmetical functions.

For g 2 A, we define the maps

⇠
g

: R+ ! C, x 7!
X

0nx
g(n).
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And then, we define the maps �
p

and  
p

as follows: 8(g, n) 2 A ⇥N,

�
p

(g)(n) =
1X

k=0
⇠
g

 
n

p

k

!

 
p

(g)(n) =

8>>>><>>>>:

0 if n = 0
g(n)�g(n�1)�

⇣
g

⇣
n

p

⌘
�g

⇣
n

p

�1
⌘⌘

if n�p and n⌘0 mod p

g(n) � g(n � 1) otherwise

Then we have:

Theorem 8 (Kamiya-Murata [2]). �
p

and  
p

are bijections from A
onto itself and ��1

p

=  
p

.

This implies in particular:

f

�2������*)������
 2

S

BC

�4
�2������*)������
 2

S

RBC

And assuming b K�periodic then 9 fb 2 A such that

fb

�2K�������*)�������
 2K

SCb

Moreover, we can calculate fb as follows:

fb (n) =
KX

k=1
b

k

f0

✓
n

2k�1

◆

Where

f0(x) B
8><>:
�4(x) if x 2 Z
0 otherwise
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The function fb is a 2K+1�periodic function.
The following diagram summarize this last case:

A
2

fb

�2K

''
b

77

//

✏✏

Cb (n)
a code induced by b

//
SCb

sum of digits function

 2K

gg

✏✏
{Pb (n)}1

n=1
generalize paper-folding sequence

=
coincide

{SCb (n) � SCb (n � 1)}1
n=1

di�erence of the sum of digits function

Theorem 9. If b, K, Cb (n) and SCb (n) are as above then:

1
N

N�1X

n=0
SCb (n) =

1
2 log 2K

KX

k=1
b

k

log N + F

 
log N

log 2K

!
.

Where F is 1�periodic function, continuous, nowhere di�erentiable.

Moreover, F admits a Fourier expansion:

F (x) =
X

k2Z
D

k

e

2⇡ikx

With

D

k

=

8>>>>>>>>>>>><>>>>>>>>>>>>:

✓
1
2 � 1

log 2K

◆
L (0, fb) +

L

0(0, fb)
log 2K if k = 0

L

*.
,

2⇡ik
log 2K

, fb
+/
-

2⇡ik*.
,

2⇡ik
log 2K

+1+/
-

if k , 0
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Where L(s, fb) is the Dirichlet series with coe�cient fb (n).
This is a generalization of Delange’s result in [1].
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The functional equation for the Riemann zeta-function ⇣ (s), i.e.

⇡�
s
2 �

✓ s
2

◆
⇣ (s) = ⇡�

1�s
2 �

 
1 � s

2

!
⇣ (1 � s) ,

can be derived noticing that

⇡�
s
2 �

✓ s
2

◆
⇣ (s) =

Z 1

0
x

1
2 s�1!(x)dx ,

where the function !(x) =
P1

n=1 e�n
2⇡x is trivially related to the

theta-function ✓(x) =
P1

n=�1 e�n
2⇡x for which the following theta-

transformation formula holds:

✓(x) =
1p
x
✓

 
1
x

!
.

A similar approach can be adapted to obtain the Davenport-Chowla
identity [2], [3], [4],

1X

n=1

�(n)
n

 (nx) = � 1
⇡

1X

n=1

sin 2⇡n2x
n2 , (1)
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where  (x) = � 1
⇡

P1
n=1

sin 2⇡nx
n

is the saw-tooth Fourier series and
�(n) = (�1)⌦(n) is the Liouville function, whose associated Dirichlet
series is 1X

n=1

�(n)
ns

=
⇣ (2s)
⇣ (s)

, � = <(s) > 1 .

In (1), on the one hand, there appears �(n) which is a prime number-
theoretic entity and, on the other hand, a Riemann’s example of a
nowhere di�erentiable function,  (x). The integrated identity can be
derived from the functional equation only, but to di�erentiate it one
needs the estimate for the error term for the Liouville function which
is as deep as the PNT:

X

nx
�(n) = O(xe�c log3/5

x(log log x)�1/5
) .

The right-hand side of (1) may be viewed as the imaginary part of
the integrated theta-series, so the theta-transformation formula and the
functional equation are equivalent. It seems that the uniform conver-
gence of the left-side and the di�erentiability of the right-side merge
as the limiting behavior of a sort of modular function and the Riemann
zeta-function, which is modular-function-related.

To establish the Davenport-Chowla identity (1), we need to prove
the integrated form by the functional equation and then di�erentiate.
In order to establish an identity in general, we are to integrate it and
then di�erentiate the resulting integral form (or di�erencing) to deduce
it: this is the Abel-Tauber process. It is best known when applied
to series. The Riesz sum and its di�erencing, proving the integrated
identity and then di�erentiating it to obtain the desired identity, the
radial integration and radial limits etc. may all be thought of as an
Abel-Tauber process. We recall Perron’s formula

1
�(< + 1)

X0

�k x
↵
k

(x � �
n

)< =
1

2⇡i

Z

c

�(s)'(s)xs+<

�(s + < + 1)
ds,
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where the left-hand side sum is called the Riesz sum of order < and
'(s) =

P1
k=1

↵k
k

s , see [6].
Defining ⇥(z) = ✓(�iz) =

P1
n=�1 e⇡in

2
z , the theta-transformation

formula now reads

⇥(z) = e
⇡ i
4 z�

1
2⇥

 
�1

z

!
.

Then F (z) =
P1

n=1
e

⇡ in2z

⇡in2 is essentially the integral of ⇥(z), since

Z
z

0
⇥(z) dz = z + 2 *,

1X

n=1

e⇡in
2
z

⇡in2 �
1X

n=1

1
⇡in2

+
- = z + 2(F (z) � F (0)) .

From [1] we have the following:

Theorem 1.

F
 
2q
p
+ z

!
� F

 
2q
p
+ i✏

!
= S(p, q)

e�⇡i/4

p
p
z � 1

2
h +O(z2)

where S(p, q) indicates the quadratic Gauss sum defined for b 2 N by
S(b, a) =

P
b�1
j=0 e2⇡i j2 a

b .

The classical Gauss’ quadratic reciprocity law claims whether p is
a quadratic residue or non-residue modulo q once q is a quadratic
residue or non-residue modulo p is known: but this is not a priori clear.
It seems that this is one of the avatars of the symmetry associated with
the zeta-functions, i.e. with the functional equation. In our case, we
generalize to the following:

Theorem 2.

S(p, q) = e
⇡
4 sgn(q)i

 
p

2|q |

!1/2
S(4|q |,�sgn(q)p) .

57



Corollary 1.

F
 

q
p
+ z

!
� F

 
q
p
+ i✏

!
= R(p, q)

e�⇡i/4

p
p
z � 1

2
h +O(z2) ,

where

R(p, 2q) = S(p, q) = "(p)
 

q
p

! p
p ,

R(2p, q) = S(4p, q) = e
⇡
4 i

p
2p

 �p
q

!
,

R(2B + 1, 2A + 1) = 0 .

There are many generalizations of the Dedekind eta-function as a
Lambert series. Lerch [8] in 1904 introduced the cotangent zeta-
function for algebraic irrational z and odd positive integers s as

⇠ (z, s) =
1X

n=1

cot(n⇡z)
ns

.

Recently, Lalín et al. [7] considered the secant zeta function

 (z, s) =
1X

n=1

sec(n⇡z)
ns

and found its special values at some particular quadratic irrational
arguments. The main result of Lalín et al [7, Theorem 3] concerns the
di�erence

(↵ + 1)l�1 
✓ ↵

↵ + 1
, l

◆
� (�↵ + 1)l�1 

✓ ↵

�↵ + 1
, l

◆

=
(⇡i)l

l!

lX

m=0
(2m�1 � 1)B

m

E
l�m

 
l
m

! f
(1 + ↵)m�1 � (1 � ↵)m�1

g (2)

which can be expressed in terms of Bernoulli and Euler numbers.
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In [5] we generalized those results. Defining

A⇤
 
↵, s,

1
2
, 0

!
=

1
2

1X

k=1
ks�1 1

cos ⇡k↵
=

1
2
 (↵, 1 � s)

and

V0 =

 
0 �1
1 0

!
, V1 =

 
1 0
1 1

!
, V2 = V 2

0 V�1
1 =

 
�1 0
1 �1

!
,

consider the di�erence

D⇤(V ) = D⇤
 
V↵, s,

 
1
2
, 0

!!
= A⇤

 
V↵, s,

 
1
2
, 0

!!
� A⇤

 
↵, s,

1
2
, 0

!

for each V . We have the following:

Theorem 3.

(↵ + 1)�s A⇤
 

↵

↵ + 1
, s,

 
1
2
, 0

!!
+ (↵ � 1)�s A⇤

 �↵
↵ � 1

, s,
 
1
2
, 0

!!

=
(2⇡)�se

f
� s

4

g
⇣
1 � e

f
s

2

g ⌘
Z

I (�,1)
ts�1

1X

m=0
2�m�1E

m

tm

m!

1X

n=0
(21�n � 1)B

n

⇥ {(↵ + 1)n�1 + (↵ � 1)n�1}tn�1

n!
dt .

This Theorem involves the sum of D⇤(V1) and D⇤(V2), which is the
genesis of the transformation formula of Lalin et al. [7, Theorem 3],
(2), for the secant zeta function. Di�erently from (2), the result is to
be the sum rather than the di�erence. The oddness of the integer l � 1
gives a disguised form to the formula. As can be seen in the proof
given in the paper [5], 2A⇤

⇣
↵, s, 1

2, 0
⌘

on the left side and the sum of
secant zeta-functions on the right naturally cancel each other. Since
this occurs only in such a pairing, this elucidates the hidden structure
of the paired transformation formula from a more general standpoint.
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The continued fraction expansion of a real number x is a very e�cient
process for finding the best rational approximations of x. Moreover,
continued fractions are a very versatile tool for solving problems related
with movements involving two di�erent periods. This situation occurs
both in theoretical questions of number theory, complex analysis, dy-
namical systems... as well as in more practical questions related with
calendars, gears, music... We will see some of these applications.

1 The algorithm of continued fractions

Given a real number x, there exist an unique integer bxc, called the
integral part of x, and an unique real {x} 2 [0, 1[, called the fractional
part of x, such that

x = bxc + {x}.
If x is not an integer, then {x} , 0 and setting x1 := 1/{x} we have

x = bxc + 1
x1
.
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Again, if x1 is not an integer, then {x1} , 0 and setting x2 := 1/{x1}
we get

x = bxc + 1

bx1c +
1
x2

.

This process stops if for some i it occurs {xi } = 0, otherwise it continues
forever. Writing a0 := bxc and ai = bxic for i � 1, we obtain the so-
called continued fraction expansion of x:

x = a0 +
1

a1 +
1

a2 +
1

a3 +
. . .

,

which from now on we will write with the more succinct notation

x = [a0, a1, a2, a3, . . .].

The integers a0, a1, . . . are called partial quotients of the continued
fraction of x, while the rational numbers

pk
qk

:= [a0, a1, a2, . . . , ak]

are called convergents. The convergents are the best rational approxi-
mations of x in the following sense: If p and q > 0 are integers such
that �����

p
q
� x

����� <
1

2q2 , (1)

then p/q is a convergent of x. Indeed, of any two consecutive con-
vergents pk/qk and pk+1/qk+1 of x, one at least satisfies (1) (see [7,
Theorems 183 and 184]).

If x = a/b is a rational number, then the method for obtaining the
continued fraction of x is nothing else than the Euclidean algorithm for
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computing the greatest common divisor of a and b:

a = a0b + r0, 0  r0 < b, x1 = b/r0,
b = a1r0 + r1, 0  r1 < r0, x2 = r0/r1,
r0 = a2r1 + r2, 0  r2 < r1, x3 = r1/r2,
· · ·

Therefore, on the one hand, since the Euclidean algorithm always
stops, the continued fraction of a rational number is always finite. On
the other hand, it is obvious that a finite continued fraction represents
a rational number. Hence, in conclusion, we have shown that a real
number is rational if and only if its continued fraction expansion is
finite.

Note that, if ak � 2, then

[a0, a1, a2, . . . , ak] = [a0, a1, a2, . . . , ak�1, ak � 1, 1], (2)

Thus a rational number can be expressed as a continued fraction in at
least two ways. Indeed, it can be proved [7, Theorem 162] that any
rational number can be written as a continued fraction in exactly two
ways, which are given by (2).

2 The number of days in a year

Let us see an application of continued fractions to the design of a
calendar. How many days are in a year? A good answer is 365.
However, the astronomers tell us that the Earth completes its orbit
around the Sun in approximately 365.2422 days. The continued fraction
of this figure is

365.2422 = [365, 4, 7, 1, 3, 4, 1, 1, 1, 2].

The second convergent is

365.25 = 365 +
1
4
,
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which means a calendar of 365 days per year but a leap year every 4
years. The forth convergent gives the better approximation

365.2424 . . . = [365, 4, 7, 1] = 365 +
8
33
.

The Gregorian calendar, named after Pope Gregorio XIII who intro-
duced it in 1582, is based on a cycle of 400 years: there is one leap year
every year which is a multiple of 4 but not of 100 unless it is a multiple
of 400. This means that in 400 years one omits 3 leap years, thus there
are

400 · 365 + 100 � 3 = 146097
days. On the other hand, in 400 years the number of days counted with
an year of 365 + 8

33 days is

400 ·
 
365 + 8

33

!
= 146096.9696 . . .

a very good approximation!

3 Design a planetarium

Christiaan Huygens (1629–1695) among being a mathematician, as-
tronomer, physicist and probabilist, was also a great horologist. He
designed more accurate clocks then the ones available at his time. In
particular, his invention of the pendulum clock was a breakthrough in
timekeeping. Huygens also built a mechanical model of the solar sys-
tem. He wanted to design the gear ratios in order to produce a proper
scaled version of the planetary orbits. He knew that the time required
for the planet Saturn to orbit around the Sun is about

77708431
2640858

= 29.425448 . . . = [29, 2, 2, 1, 5, 1, 4, . . .].

The forth convergent is

[29, 2, 2, 1] = 206
7
.
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Figure 1: Huygens’ planetary gears [1].

Therefore, Huygens made the gear regulating the Saturn’s motion with
206 teeth, and the gear regulating Earth’s motion with 7 teeth, as shown
in Fig. 1.

4 Build a musical scale

The successive harmonics of a note of frequency n are the vibrations
with frequencies 2n, 3n, 4n, ... The successive octaves of a note of
frequency n are the vibrations with frequencies 2n, 4n, 8n, ... Our ears
recognize notes at the octave one from another. Using octaves, one
replaces each note by a note with frequency in a given interval, say
[n, 2n[. The classical choice in Hertz is [264, 528[, which means tuning
the C tone to 264 Hz (see [6, §20.3]). However, we shall use [1, 2[ for
simplicity.

Hence, each note with frequency f is replaced by a note with fre-
quency r 2 [1, 2[ such that

f = 2ar, a = blog2 f c 2 Z, r = 2{log2 f } 2 [1, 2[.

This is a multiplicative version of the Euclidean division.
A note with frequency 3, which is a harmonic of 1, is at the octave

of a note of frequency 3/2. The interval [1, 3/2[ is called fifth, and the
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ratio of its end points is 3/2. The interval [3/2, 2[ is called fourth, with
ratio 4/3. The successive fifths are the notes in the interval [1, 2[ which
are at the octave of notes with frequencies

1, 3, 9, 27, 81, . . .

namely:
1,

3
2
,
9
8
,
27
16
,
81
64
, . . .

We shall never come back to the initial value 1, since the Diophantine
equation 2a = 3b has no solution in integers a and b.

In other words, the logarithm of 3 in basis 2 is irrational. Powers of 2
which are close to power of 3 correspond to good rational approximation
a/b to log2 3. Thus it is natural to look at the continued fraction
expansion:

log2 3 = 1.58496250072 . . . = [1, 1, 1, 2, 2, 3, 1, 5, . . .].

The approximation

log2 3 ⇡ [1, 1, 1, 2] = 8
5

means that 28 = 256 is not too far from 35 = 243, that is, 5 fifths
produce almost 3 octaves. The next approximation

log2 3 ⇡ [1, 1, 1, 2, 2] =
19
12

tells us that 219 = 524288 is close to 312 = 531441, that is
 
3
2

!12
= 129.74 . . . ⇡ 27 = 128.

This means that 12 fifths are just a bit more than 7 octaves.
The figure

312

219 = 1.01364,
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is called the Pythagorean comma (or ditonic comma) and produces an
error of about 1.36%, which most people cannot hear.

Further remarkable approximations between perfect powers are:

53 = 125 ⇡ 27 = 128,

that is,  
5
4

!3
= 1.953 . . . ⇡ 2,

so that 3 thirds (ratio 5/4) produce almost 1 octave; and

210 = 1024 ⇡ 103,

which means that one kibibyte (1024 bytes) is about one kilobyte (1000
bytes), and that doubling the intensity of a sound is close to adding 3
decibels.

5 Exponential Diophantine equations

Another way to avoid the problem that we cannot solve the equation
2a = 3b in positive integers a and b, might be looking for powers
of 2 which are just one unit from powers of 3, that is |2a � 3b | = 1.
This question was asked by the French composer Philippe de Vitry
(1291–1361) to the medieval Jewish philosopher and astronomer Levi
ben Gershon (1288–1344). Gershon proved that there are only three
solutions (a, b) to the Diophantine equation 2a � 3b = ±1, namely
(1, 1), (2, 1), (3, 2).

Indeed, suppose that 2a � 3b = �1. If a = 1 then, obviously, b = 1.
If a � 2 then 3b ⌘ 1 (mod 4), so that b = 2k for some positive integer
k, and consequently

2a = 3b � 1 = (3k � 1)(3k + 1),

which implies that both 3k � 1 and 3k + 1 are powers of 2. But the only
powers of 2 which di�er by 2 are 2 and 4, hence k = 1, b = 2, and
a = 3.
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Similarly, suppose that 2a � 3b = 1. Hence 2a ⌘ 1 (mod 3), so that
a = 2k for some positive integer k and

3b = 2a � 1 = (2k � 1)(2k + 1),

which implies that both 2k � 1 and 2k + 1 are powers of 3. But the only
powers of 3 which di�er by 2 are 1 and 3, hence k = 1, a = 2, and
b = 1.

This kind of questions lead to the study of the so called exponential
Diophantine equations. A notable case is the Catalan’s equation

xp � yq = 1,

where x, y, p, q are integers all � 2. In 2002 Mih�ilescu [9] showed
that 32 � 23 = 1 is the only solution, as conjectured by Catalan in 1844.

6 Electric networks

The electrical resistance of a series of two resistances R1 and R2 is
R1 + R2 (see Fig. 2). If R1 and R2 are instead in a parallel network (see

Figure 2: Two resistances R1 and R2 in series.

Fig. 3), then the resulting resistance R satisfies

1
R
=

1
R1
+

1
R2
.

Therefore, it follows easily that the resistance U of the circuit of Fig. 4
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Figure 3: Two resistances R1 and R2 in parallel.

is given by
U =

1

S +
1

R +
1
T

.

A similar kind of reasoning shows that the resistance of the infinite

Figure 4: A series–parallel network.

circuit of Fig. 5 is given by the following continued fraction expansion

[R0, S1, R1, S2, R2, . . .].

Electric networks and continued fractions have been used to solve
the “Squaring the square” problem, which states: Is it possible to
decompose an integer square into the disjoint union of integer squares,
all of which are distinct? The answer to this problem is positive.
Indeed, in 1978 Duijvestijn found a decomposition of the 122 ⇥ 122
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Figure 5: An infinite circuit.

square into 21 distinct integer squares (see Fig. 6). Furthermore, there
are no solutions with less than 21 squares, and Duijvestijn’s solution is
the only with 21 squares (see [3]).

Figure 6: Duijvestijn’s solution.
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7 Quadratic numbers

Joseph-Louis Lagrange (1736–1813) proved that the continued fraction
expansion of a real number x is ultimately periodic, i.e.,

x = [a0, . . . , ak, b1, . . . , bh, b1, . . . , bh, . . .]

if and only if x is a quadratic number, that is, x is the root of a quadratic
polynomial with rational coe�cients (see [5, Chap. IV, §10]).

In such a case, we use the shorter notation

x = [a0, . . . , ak, b1, . . . , bh],

in a ways similar to how it is done for repeating decimals.

7.1 Fibonacci sequence and the Golden Ratio

The Fibonacci sequence (Fn)n�0 was introduced by Leonardo Pisano
(1170–1250), also known as Fibonacci. It is defined as F0 := 0, F1 := 1,
and Fn+2 = Fn+1 + Fn for all integers n � 0, and its first terms are

0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, . . .

The unique positive real numbers � satisfying

� = 1 +
1
�

(3)

is given by

� =
1 +
p

5
2

and it is known as the Golden Ratio. The Golden Ratio makes its
appearance in many di�erent contexts, from Mathematics to Arts [8].

From (3) it is clear that the continued fraction expansion of � is

� = [1, 1, 1, . . .] = [1],
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the simplest infinite continued fraction. Notably, the convergents of �
are precisely the ratios of consecutive Fibonacci numbers

[1] = F2
F1
, [1, 1] = F3

F2
, [1, 1, 1] = F4

F3
, [1, 1, 1, 1] = F5

F4
, . . .

so that
� = lim

n!+1
Fn+1
Fn
.

7.2 Continued fraction for

p
2

The square root of 2 satisfies

p
2 = 1 +

1p
2 + 1

,

while p
2 = 1 +

1

2 + 1p
2 + 1

,

hence the continued fraction expansion of
p

2 is given by
p

2 = [1, 2, 2, 2, . . .] = [1, 2].

7.3 Paper folding

The number
p

2 appears in the A series paper sizes. Precisely, since
p

2
is twice its inverse, i.e.,

p
2 = 2/

p
2, folding a rectangular piece of paper

with sides in proportion
p

2 yields a new rectangular piece of paper with
sides in proportion

p
2 again. The sizes of an A0 paper are defined to

be in proportion
p

2 and so that the area is 1 m2. Thus, rounded to the
nearest millimetre, an A0 paper is 841 by 1189 millimetres. Note that

841
1189

=
29
49
= [1, 2, 2, 2, 2]
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Figure 7: The A series format.

is the fifth convergent of
p

2. The sizes of A1, A2, A3, and so forth are
defined by successively halving the A0 paper, as in Fig. 7.

The Golden Ratio � has a similar property. If we start with a
rectangle with Golden Ratio proportion, then we can fold it in order to
get a square and a smaller rectangle which sizes are again in Golden
Ratio proportion, as shown in Fig. 8. In fact, the Golden Ratio is the

Figure 8: The “Golden rectangle”.

unique number with this property.
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7.4 The irrationality of

p
2: Two geometric proofs

Considerations similar to the ones of the previous section can lead to
“geometric” proofs of the irrationality of

p
2.

A first proof is the following:

• Start with a rectangle having side lengths 1 and 1 +
p

2 (see
Fig. 9).

• Decompose it into two squares of sides 1 and a rectangle of sides
1 and 1 +

p
2 � 2 =

p
2 � 1.

• The second rectangle has sides in proportion

1p
2 � 1

= 1 +
p

2,

hence it can be decomposed in two squares and a rectangle whose
sides are again in 1 +

p
2 proportion.

• This process does not end.

Figure 9: A rectangle dissection proving the irrationality of
p

2.

If we were started with a rectangle having integer side lengths, then it is
clear that the process would have stopped after finitely many steps (the
side lengths of the successive rectangles produce a decreasing sequence
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of positive integers). The same conclusion holds for a rectangle with
side lengths in rational proportion (reduce to a common denominator
and scale). Therefore, 1 +

p
2 is irrational, and so is

p
2.

It is also possible to give a proof in just one dimension:

• Start with an interval of length t = 1 +
p

2 (see Fig. 10).

• Decompose it in two intervals of length 1 and one interval of
length

p
2 � 1 = 1/t.

• The smaller interval can now be split in two intervals of length
1/t2 and one of length 1/t3.

• This process does not stop.

Figure 10: An interval dissection proving the irrationality of
p

2.

Reasoning in a way similar to the previous, it follows easily that if the
interval length is a rational number then the process must stop. Thus
we get again that

p
2 is irrational.

7.5 The Pell’s equation x2 � dy2 = 1

Let d be a positive integer which is not a square. The Diophantine
equation

x2 � dy2 = 1 (4)
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is known as Pell’s equation [5, Chap. IV, §11]. It can be rewritten as
⇣
x �
p

dy
⌘ ⇣

x +
p

dy
⌘
= 1,

hence, for y > 0, we have that x/y is a rational approximation ofp
d. This is the reason why a strategy for solving (4) is based on the

continued fraction expansion of
p

d.
It is quite curious that for relatively small values of d the solutions

(x, y) of (4) can be very large. For example, the Indian mathematician
Brahmagupta (~628) asked for solution for d = 92. The continued
fraction expansion of

p
92 is

p
92 = [9, 1, 1, 2, 4, 2, 1, 1, 18],

and a solution (x, y) = (1151, 120) is obtained from

[9, 1, 1, 2, 4, 2, 1, 1] = 1151
120
.

Another example is the one of Bhaskara (~1150), that using the same
method of Brahmagupta showed that a solution for d = 61 is given by

x = 1766319049, y = 226153980.

But a more impressive example was given by Fermat, who asked to his
friend Brouncker a solution for d = 109, saying that he choose a small
value of d to make the problem not too di�cult. However, the smallest
solution is

x = 158070671986249, y = 15140424455100,

which is also given by

*
,
261 + 25

p
109

2
+
-

6

= 158070671986249 + 15140424455100
p

109.
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8 Continued fractions for e and ⇡

Leonard Euler (1707–1784) proved that the continued fraction for e is
given by

e = [2, 1, 2, 1, 1, 4, 1, 1, 6, 1, . . .]

= [2, 1, 2m, 1]m�1.

This result implies that e is not rational neither a quadratic irrational.
(Indeed, in 1874 Charles Hermite proved that e is transcendental.)
Actually, Euler showed the more general result that for any integer
a � 1 it holds

e1/a = [1, a � 1, 1, 3a � 1, 1, 1, 5a � 1, 1, . . .]

= [1, (2m + 1)a � 1, 1]m�1.

Johann Heinrich Lambert (1728–1777) proved tan(v) is irrational when
v , 0 is rational. Hence ⇡ is irrational, since tan(⇡/4) = 1. The
continued fraction expansion of ⇡,

⇡ = [3, 7, 15, 1, 292, 1, 1, 1, 2, 1, 3, 1, 14, 2, 1, 1, . . .].

is much more mysterious than the one of e. Indeed, it is still an
open problem to understand if the sequence of partial quotients of ⇡ is
bounded or not.

9 Continued fractions for analytic functions

Also some analytic functions have a kind of continued fraction expan-
sion. For example, the tangent:

tan(x) =
x

1 � x2

3 � x2

5 � x2

7 � . . .

.
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The study of continued fractions of analytic functions is strictly con-
nected to the theory of Padé approximations, which are rational function
approximations of analytic functions (see [4]).

10 Gauss map and ergodic theory

Let (X, µ) be a probability space and let H : X ! X be a map that
preserve the measure µ, i.e., µ(H�1(E)) = µ(E) for any measurable
E ✓ X . The Birkho�’s Ergodic Theorem [13, §1.6] states that if H is
ergodic, which means that H�1(E) = E implies µ(E) = 0 or µ(E) = 1,
then for any f 2 L1

µ (X ) we have

lim
n!1

1
n

nX

k=1
f (H (k) (x)) =

Z

X
f dµ,

for almost all x 2 X , respect to the measure µ, where H (k) denotes the
k-th iterate of H .

We have seen that the partial quotient of a continued fraction are
obtained by iterating the map

T : x 7! 1
x
�
$
1
x

%
,

which is called Gauss map. It can be proved that the Gauss map
preserve the measure

µ(E) :=
1

log 2

Z

E

dx
x + 1

, E ✓ [0, 1],

and that it is ergodic. This facts connect continued fractions with the
study of chaotic dynamical systems. In particular, exploiting this con-
nection, it can be proved the following result of Aleksandr Yakovlevich
Khinchin: For all real numbers

x = [a0, a1, a2, . . .],
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but a set of Lebesgue measure zero, it holds

lim
n!1

n

vt
nY

k=1
ak = K0,

where

K0 :=
1Y

r=1

 
1 + 1

r (r + 2)

! log2 r

⇡ 2.685452 . . .

is known as Khinchin’s constant.

11 Connection with the Riemann zeta function

We recall that for real s > 1, the Riemann zeta function is defined by

⇣ (s) =
1X

n=1

1
ns
.

Notably, ⇣ (s) is related to the Gauss map T by the following formula

⇣ (s) =
1

s � 1
� s

Z 1

0
T (x)xs�1ds.

12 Generalizations of continued expansion in

higher dimension

Simultaneous rational approximations of real numbers is a much more
di�cult problem than the rational approximation of a single number.
In fact, the continued fraction expansion algorithm has many specific
features and so far there is no extension of this algorithm in higher
dimension with all such properties.

However, some attempts has been made, in particular the Jacobi–
Perron algorithm [2] uses a kind of ternary continued fraction expansion
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to deal with cubic irrationality. This topic is strictly related the Geom-
etry of numbers, started by Hermann Minkowski (1864–1909), which
is the study of convex bodies and integer vectors in the n-dimensional
space Rn. One of the most important result of this field is the LLL
algorithm [10], named after Arjen Lenstra, Hendrik Lenstra and Laszlo
Lovasz, that given m vectors in Rn it produces a basis of the lattice they
generate with often a smaller norm than the initial ones.

For more recent results see the works of Wolfgang Schmidt, Leon-
hard Summerer, and Damien Roy [11, 12] in the so-called Parametric
geometry of numbers.
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